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Introduction

* A problem must be understood before it can be properly
addressed.

— A thorough understanding of the problem is critical when performing a
root cause analysis (RCA).

« An RCA is necessary if an organization wants to implement corrective actions
that truly address the root cause of the problem.

— An RCA may also be necessary for process improvement projects;

 Itis necessary to understand the cause of the current level performance
before attempts are made to improve the performance.
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Introduction

 There are many problem solving related statistical tests
that can be performed using the Minitab Statistical
Software Program for exploring a problem in the early
stages of an investigation.

— However, the actual test selected should be based upon the type of data
and what needs to be understood.

— Statistical methods can be used to:
» Explore the problem,
» gain a better understanding of the problem so improvements can be identified

* and to monitor performance.
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Introduction
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Comparing Differences

* Hypothesis tests for normally
distributed data.

— Assumes data is normally distributed

or a second sample:

e Means
e Variances
* Proportions

 An ANOVA can be performed to compare
the means of two or more samples.
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Comparing Differences

 Two sample t test example.

— A two-sample t-test was performed to ensure that the mean of a critical
characteristic improved as a result of improvement actions.
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| Session

Two-Sample T-Test and CL: Before; After
Two-sample T for Before ws After
H Mean StDev SE Mean

Before 35 107.285% 0.399 0.0&a7
After 35 108.003 0.440 0.074

Difference = u (Before) - u (After)

Estimate for difference: -0.718
95% lower bound for difference: -0.885
T-Tesat of difference = 0 {va >»): T-Value = -7.15 P-Value = 1.000 DF = &7
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Comparing Differences

 Non Parametric tests for non-
normally distributed data.

One Sample Sign Test

MNon Parametric Tests of Medians

Mann-Whitney Test of Medians with
Similarly Shaped Distributions

— Used to compare medians.

Kruskal-Wallis Test of Two or More Medians
with Similarly Shaped Distributions

 Either to a specified value, or two or more
medians.

Mood's Median Test for Two or Maore Medians

Two Or More Medians

— The non-parametric test provide an option
when data is too skewed to use other
options such as a Z test.
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Investigating Time Related Factors

« Time may be of interest when Time
exploring a problem.

Time Series Plot

— A time series plot shows each value at the time
it was produced.

Trend Analysis

g Autocorrelation

« This gives insight into potential changes in a
process.

Single Exponential Smoothing

— A tend analysis is much like the time series plot.

Exponential Smoothing

* Minitab tests for potential tends in the data such  Deuble Exponential Smoothing
as increasing or decreasing values over time.

— Exponential smoothing options are available to
assign exponentially decreasing weights to the
values over time when attempting to predict
future outcomes.
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Relationships

* Relationships can be explored using
various types of regression analysis to
identify potential correlations in the data.

— Example: Relationship between the hardness of
steel and the quenching time of the steel.

Linear Regression

Quadratic Regression

Cubic Regression

— This can be helpful when attempting to identify the
factors that influence a process.

Design of Experiments

— Design of Experiments (DoE) for understanding
relationships:

Relations

» Experiments are planed specifically to economically
explore the effects and interactions between multiple
factors and a response variable.
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Relationships

 DoE example.

— Cause of aluminum component fatigue failures identified though the

use of DoE.
Pareto Chart of the Standardized Effects
(response is Response; a = 0,05)
Term 1,412
: Factor Name
A Chem A
B Chem B

AB

0,0 05 1,0 15 20
Standardized Effect
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Capability and Stability

« Statistical Process Control (SPC), to assess
the stability of a process.

— Many types of control charts:

* For attribute data.

— EXx.: Defective units/Defectives

Capability &

e Continuous data. Stability

— Ex.: Diameter/Length
« Time-weighted charts.
— Values not give equal weights.
— For assessing the current performance of a process.
« Determine if the process is in a states of statistical control.
— For monitoring the performance of a process.

« After improvements have been implemented.
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Capability and Stability

« Statistical process control example:

— Use of an ImR chart assured the customer that a component leakage
problem was under control and the issue could be closed ouit.

I Chart of Component X
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Capability and Stability

capability can be useful for establishing "
the baseline performance of a process. “&emme’

P

 Measures of process performance and ™" A_Y

Cpk

— This can be helpful in determining of process Cp
improvement activities have actually improved Short Term Capabilty
the process.

Capability &
Stability
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Capability and Stability

o Capability example:

— Data from production trial parts were used to determine that there
was a potential for out of specification parts.

— The data indicated process mean needed to be centered.

Process Capability Report for Component Y

LSL UsL

Process Data | H Qverall

LSL 46.5 ; I = —— Within

Target * 1 !

usL 49.5 Overall Capability

Sample Mean  47.5932 Pp 1.30

Sample N 150 PPL 095

StDev(Overall) 0.38328 PPU 166

StDev(Within)  0.407317 Ppk  0.95
Cpm =

Potential (Within) Capability

Cp 123
CPL 089
CPU 156
Ccpk 089

I
46.8 472 476 480 484 488 49.2

Performance
Observed Expected Overall Expected Within

PPM < LSL 0.00 2171.25 3639.18
PPM > USL 0.00 0.33 142
PPM Total 0.00 2171.58 3640.60

Examples recreated using representative data



Exploratory Data Analysis

« Exploratory data analysis (EDA) can
be useful for gaining insights to the
problem using graphical methods.

Box Plot

Stem-and-Leaf Plot

— The individual values plot is useful for simply
observing the position of each value relative
to the other values in a data set.

— For example, a box plot can be helpful when
comparing the means, medians and spread
of data from multiple processes.

Individual Values Plot

— The purpose of EDA is not to form EDA

conclusions, but to gain insights that can be
helpful in forming tentative hypotheses or in
deciding which type of statistical test to

perform.
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Exploratory Data Analysis

« Exploratory Data Analysis example:
— Visualizing the data made it possible to tie changes in process results to

casting batches.

Boxplot of Feb. 2014; May 2014; Aug 2014; Nov. 2014; Feb. 2015
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Conclusion

 The tests and methods presented here do not cover all
available statistical tests and methods in Minitab.

— They do provide a large selection of basic options to choose from.
» These tools and methods are helpful when exploring a problem.
« Also be helpful for planning and verifying improvements.

— For example, an individual values plot may indicate one process performs
better than a comparable process and this can be confirmed using a two

sample t test.

— The settings of the better process can be used to plan a DoE to identify
the optimal settings for the two processes and the improvements can be
monitored using an xBar and S chart for the two processes.
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Conclusion

* Hypothetical example:

— An individual values plot may indicate one process performs better than a
comparable process

» This can be confirmed using a two sample t test.

— The settings of the better process can be used to plan a DoE to identify
the optimal settings

— The improvements can be monitored using an xBar and R chart for the
two processes.

Explore Understand Control

Individual Value Plot of Process A: Process B Main Eﬂed_s Plot for Response Xbar-R Chart of Data
Fitted Means
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